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From this…

To this…
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Deep Learning – The ImageNet Benchmark
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Deep Learning – The ImageNet Benchmark

error rate

Source: ITT’s tech-blog
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Glioblastoma
– Most common, complex, and treatment-resistant 

primary brain tumor1

– Currently no effective curative treatment
– Median survival of ~16 months

Clinical workflow

Brain Tumors

1Ellingson et al., Neuro-oncology, 2015. | 2Suchorska et al., Neuro-oncology, 2016. | Icons from the Noun Project

Diagnosis
˃ Radiological assessment

Initial treatment
˃ Surgical resection
˃ Radio- and/or chemotherapy

Follow-up cycle
˃ Response assessment

MR imaging used throughout the process



Brain Tumor Segmentation
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T1c

FLAIR
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Segmentation

4 sub-compartments
Necrotic tissue
Enhancing tumor
Non-enhancing tumor
Edema





Brain Tumor Segmentation Challenge 
(BRATS)

Menze et al. TMI 2015

Active tumor
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Happy 10-year Anniversary BRATS!!



Brain tumor Segmentation Challenge -

Source: Bjoern Menze - BRATS 2018

Teams 2012-2017

Best Worst

Top-1
DKFZ

• Top entries 2012, 2013, 2017, 2018
• MICCAI Young Scientist Impact Award 2016
• Ypsomed Innovation Award 2016



Translated AI as FDA-approved - Collaboration with Neosoma Inc. 

• The algorithm was trained on a large, 
heterogeneous dataset of more than 
3,000 subjects using preoperative and 
postoperative MRIs

• The data set underwent an extensive 
ground truthing process - by multiple, 
highly experienced neuroradiologists 
(double over-read design)

• The technology was validated internally 
and externally and was tested under an 
FDA approved performance testing 
protocol

Aly H Abayazeed, Ahmed Abbassy, Michael Müeller, Michael Hill, Mohamed Qayati, Shady Mohamed, Mahmoud Mekhaimar, Catalina Raymond, Prachi Dubey, Kambiz Nael, Saurabh Rohatgi, Vaishali Kapare, Ashwini Kulkarni, Tina Shiang, Atul Kumar, Nicolaus Andratschke, Jonas Willmann, Alexander Brawanski, 
Reordan De Jesus, Ibrahim Tuna, Steve H Fung, Joseph C Landolfi, Benjamin M Ellingson, Mauricio Reyes, NS-HGlio: A generalizable and repeatable HGG segmentation and volumetric measurement AI algorithm for the longitudinal MRI assessment to inform RANO in trials and clinics, Neuro-Oncology Advances, 
Volume 5, Issue 1, January-December 2023, vdac184, https://doi.org/10.1093/noajnl/vdac184

https://doi.org/10.1093/noajnl/vdac184


INTERPRETABLE AI





Why do we need 
interpretability/explainability?



Transparency, interpretability, and explainability
Transparency, interpretability, and explainability are necessary to build patient and provider trust. When a 
radiologist makes a mistake, we want to know why, in part because we want to know whether the 
mistake is excusable. We want to know whether the mistake reflects malintent or negligence, or occurred 
due to other factors. 

Similarly, if an algorithm fails or contributes to an adverse clinical event or malpractice, radiologists need 
to be able to understand why it produced the result that it did, and how it reached a decision. 

Ethics of AI in Radiology: European and North American 
Multi-society Statement 



• Principle of “least effort”
• Inductive bias:

• Model architecture
• Loss
• Optimization 
• Training data

Laterality markers

Attention out of the 
region of interest



• Standard AI deep learning models can be trained to predict race 
from medical images with high performance across multiple 
imaging modalities

• Detection is not due to proxies or imaging-related covariates
• Pattern persists across all anatomical regions



Interpretability in AI Medical Imaging

T1c T2

A: Bias of learned patterns detected via interpretability

Q: Are there biases stemming from the data preparation process?

Pereira et al. MICCAI-iMIMIC 2018
Reyes et al. Radiology: Artificial Intelligence 2021

Automated classification of Low and High-grade gliomas (LGG vs. HGG) 



Interpretability in AI Medical Imaging
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Interpretability in AI Medical Imaging

T1c T2 Before After
Saliency Maps

Automated classification of Low and High-grade gliomas (LGG vs. HGG) 

A: Bias of learned patterns detected via interpretability

Q: Are there biases stemming from the data preparation process?



Key finding: interpretability enhances data preparation 
and AI-performance

T1c-weighted T2-weighted Saliency map:
Normalization 
Brain area

Saliency map:
Normalization
Whole image

AUC: 0.9841 AUC: 0.8857 

Model entered 
shortcut learning mode?

Interpretability in AI Medical Imaging

Pereira et al. MICCAI-iMIMIC 2018
Reyes et al. Radiology: Artificial Intelligence 2021



Beyond Interpretability? 
Can we use this information for other purposes? (a.k.a. XXAI)



Intra-sample Saliency Maps



Results
• Qualitative comparison of saliency maps to expert-drawn maps

Enhanced
 Interpretability No Guidance



Omics Data
Genomics

Transcriptomics
Epigenomics
Proteomics

Metabolomics
And more …

Source: Hawgood et al. 2015  Science Translational 
Medicine

What is next?...incoming larger black box?



Source: Chaves et al. 2024

Combining text and imaging: Automated radiology 
reporting

Here “small” à 7 Billion param. Model

Strategy:
Fine-tune foundational models
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Task-specific 
Model -2

Task-specific 
Model -  3

Task-specific 
Model - 1

Task-specific 
Model - N

Orchestrator/
Smart assistant
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Model - 1 
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Task-specific 
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Task-specific 
Model - N 



“Board of doctors discussing a case with a 
robot listening and a large screen with 

information behind the robot” DALL-E 3

AI as counselor/assistant
as opposed to “I tell you what 
to do” type of entity



Home-take message

• Embracing data-driven & human-centered AI approaches in Medicine!

• XAI technologies to enhance the trustworthiness and verification of AI systems.

• Clinically-oriented AI training/guidance becomes more essential than ever.

• Interconnected and orchestrated AI for Medicine. Enlarged black box? What about 
curation and QC of multimodal data?


